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Abstract

As more Department of Defense resources are being allocated toward software
development, the necessity to accurately plan for software costs has become critical.
Obtaining reliable estimates from software cost models, like PRICE S, can be a problem
when input parameters are not precisely defined or calibrated. This research effort
centered on refining Productivity Factor (PROFAC) values for defense industry
applications. The Space and Missile Systems Center Database was used to calibrate
PROFAC values for eleven stratified data sets: military ground, military mobile, missile,
unmanned space, Ada, Assembly, C, COBOL, FORTRAN, JOVIAL, and PASCAL. The
accuracy of the calibrations was determined through comparisons of calibrated and
default generated estimates versus actuals. Statistical methods used to make the
comparisons included standard deviation, mean absolute error, mean relative error, and
percentage of records estimated within twenty-five percent of actuals. The results were
surprising in that, in most instances, the calibrated PROFAC values estimated actual cost
well, but not overwhelmingly better than the default PROFAC values. The main
contributing factor to this phenomena was variability within the stratified data sets. The
results were encouraging, however, in that the results from seven of the eleven stratified
data sets suggested either a new refinement in PROFAC values based upon the calibration

or the recommendation to use PROFAC values from analogous calibrated records for

estimating future efforts.




CALIBRATION OF THE PRICE S SOFTWARE COST MODEL

l. Introduction

General Issue

Software cost estimating has become an important current issue within the
Department of Defense (DoD) due to the department’s increased reliance on software to
support weapon systems. Not long ago, cost estimating was directed mainly toward the
hardware components of computer systems. Now that is changing as larger portions of
system budgets are earmarked for the development and support of new software
components. As more resources are being allocated toward software development, the
necessity to accurately plan for software costs has become more critical (27:1-2).

A good way to accurately plan for software costs is to utilize a proven cost
estimating model that yields reliable results. Cost analysts within DoD have an array of
parametric cost models from which to choose: including PRICE S, REVIC, SASET,
SEER, and SLIM. In the early stages of software development, these cost estimating
models can provide the cost analyst with useful information before development costs are
incurred (4:1).

Receiving useful information from cost models, however, can be a problem.
Without taking the time to precisely define input parameters, the cost analyst will no doubt
receive unreliable data and questionable cost estimates. Input parameters also can vary
greatly from one model to the next. It is therefore appropriate for any cost analyst
attempting to use a cost model to first be thoroughly familiar with the terminology,
assumptions, estimating methodologies, strengths, and limitations of the model being used

(4:3).
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One popular model within DoD is the Programmed Review of Information for
Costing and Evaluation- Software model (PRICE S). PRICE § is an empirical model
developed with the combined experience and input of government and commercial
software developers (13:2-1). An empirical model is a model which uses algorithms that
have been verified consistently accurate through repeated observation and
experimentation. The model was specifically created to assist project managers in
assessing values for cost, time, and manpower based on the historical data of previous
projects (9:1). PRICE S is commercially available from PRICE Systems, Moorestown NJ

and the Air Force has an Air Force-wide license to use the software.

Specific Problem

It is crucial that a cost estimating model like PRICE S be properly calibrated to
the users environment to obtain reliable cost data. Calibration is a process which adapts a
general cost estimating model to a specific environment using historical information. It is
not enough that a cost analyst be familiar with the functionality of a cost model. The
analyst must also know the procedure to fine tune it properly to make the model as useful
as possible. Very little effort has been expended in this pursuit within DoD. Because of
this lack of proper calibration, many cost models that are used throughout DoD are
providing analysts with results that are questionable.

In 1990, the Space and Missile Systems Center (SMC) initiated a contracted effort
through Management Consulting and Research, Inc. (MCR) to calibrate the PRICE S,
SEER, and SASET models to several environments: space, ground, avionics, and
internally developed systems. SMC, a primary DoD software customer, benefited from
the work done by MCR in improving the credibility of the cost models (13:1-1). But since

1991, the database that MCR used to calibrate the models has grown to 2616 data records
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(14:2). With the increase in data records comes the opportunity to refine the model

calibration efforts further.

Research Objective

The objective of this research effort is to refine the PRICE S calibration efforts to
the military ground, missile, military mobile, and unmanned space environments;
particularly through the discovery of applicable Productivity Factors (PROFAC) values

for the various environmental platforms and software programming languages.

PROFAC Defined

The Productivity Factor (PROFAC) is a parameter which reflects the sum total of
all individual talents, capabilities, and experience levels within an organization or industry.
According to the developers of the PRICE S model, these attributes are among the most
significant in determining the potential costs of developing software within any particular
organization. Simply stated, a PROFAC value is a historically derived measure of relative
performance (21:11-33). This measure of relative performance is a significant unknown
cost driver of PRICE S for many organizations, and therefore, the most appropriate
parameter to calibrate. Figure 1.1 shows the default values for PROFAC based on source

language, application, and platform (17).
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PROFAC

Source Language Application Platform PROFAC

FORTRAHN, COBOL, 2.0 0.8 9.0
BASIC, 4th Generation, - - -
UNIX-C, PASCAL 4.0 1.0 6.0

FORTRAM. PASCAL. 3.0 1.2 6.5
UNIX-C, BASIC, -
ATLAS 55

FORTRAN, ASSEMBLY, . ; 6.0
PL-1, MICROCODE, -
CMS-2. ALGOL . 50

FORTRAN, PASCAL, . ; 55
ADA. ASSEMBLY. -
JOVIAL, CMS-2 ; 45

FORTRAMN, PASCAL, . . 50
ADA, ASSEMBLY. -
JOVIAL . 4.0

FIGURE 1.1 Default PROFAC values

APPL Defined

The Application Mix (APPL) is a single parameter thét takes into account ihe
various amounts of each type of code in a particular set of software instructions. Itis a
single number that ranges form 0.866 to 10.952. Numbers toward the lower end of the
range reflect software that is relatively simple to develop such as string manipulation and
math operations. High end values reflect more complex software programs that are
geared toward real-time and interactive applications. In general, APPL is a complexity
gauge for the software code (21:11-33). The APPL value has a significant impact on
determining how much effort is required to complete a given amount of source code;
however, this value can range inconsistently from 0.866 to 10.952 for any given project;

regardless of platform or language. It is therefore inappropriate, according to the model
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developer, to presumptuously determine a calibrated APPL value to be applied to a

particular environment. Each project must be individually evaluated in determining APPL

values. Figure 1.2 shows the values of the APPL Generator used by PRICE S (17).

‘APF_!L' Generator
APPL

[c.oom)

User Defined

Store & Retrieve Data
Online Communications
Real Time

Interactive

Math

String Manipulation
Operating System

Mix

NEWD

NEWC

0.00

0.000

0.000

410
6.16
8.46

10.95
0.386
2

10.95

0.20

1.000

1.000

0.10

1.000

1.000

0.30

1.000

1.000

0.30

1.000

1.000

0.00

0.000

0.000

0.10

1.000

1.000

0.00

0.000

0.000

Sum

APPL NEWD NEWC

[743 |[1-000 |[1.000 |

FIGURE 1.2 APPL Generator

Scope of Research

The research is being conducted to support SMC'’s goal of obtaining the latest

calibrated PROFAC values for various environmental platforms and languages from the

information contained in the SMC Database. The results will be considered for use in

estimating the cost of new development efforts using the PRICE S parametric model. The

study is restricted in that it will only evaluate records contained in the SMC Database.

The research will be conducted as follows:

1. Learn how to use the PRICE S model and the SMC Database.

2. Stratify the SMC database into data sets suitable for PROFAC calibration.
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3. Calibrate the PRICE S model to each of eleven stratified data sets: military ground,
military mobile, missile, unmanned space, Ada, Assembly, C, COBOL, FORTRAN,

JOVIAL, and PASCAL.

4. Determine the accuracy of the calibration experiment through comparison of calibrated
PROFAC generated effort versus actual effort and default PROFAC generated effort
versus actual effort for each suitable data record and data set.

5. Provide calibration findings and report conclusions.

This research effort differs from the prior effort by SMC in that more data points
from recently completed software developments are available for calibration; hence, the
opportunity to increase upon the accuracy of the prior study exists. The prior effort
summarized comparisons of PROFAC calibration expectations to actuals for various
platforms, but did not compare expectations to actuals for the various languages used in
the database. The platform calibrations were simply broken down into languages for
reference purposes. This study will compare calibration expectations to actuals for both
environmental platform and language stratifications. The information will be presented
using easy to understand parameters for accuracy such as Conte’s “percentage within
twenty-five percent” rule. This method involves counting how many calibrated and
default PROFAC generated efforts within a given stratified data set fall within twenty-five
percent of actual effort. This number is then divided by the total number of data points in

the stratified set. The result is a comprehensive accuracy value for a given data set such as

“accurate to within 25%, 65% of the time.”
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Il. Literature Review

Overview

This chapter discusses background information regarding current views,
limitations, and some pitfalls of software cost estimating. The chapter also provides a
synopsis of two calibration efforts of the PRICE S software cost estimating model by 1)

PRICE Systems and 2) MCR.

Software Cost Estimation

Barry Boehm, the author of Software Engineering Economics, points out that no
software cost estimating tool or program is infallible. Having a parametric cost model like
PRICE S does not guarantee correct software estimates. Boehm reinforces the fact that
putting garbage into a cost model only results in receiving garbage out as a cost estimate
(2:308).

Boehm suggests a six-step approach to software cost estimating that helps a cost
analyst prevent putting invalid data into a cost model. His six steps are displayed in Figure
2.1 (2:309).

When establishing objectives, Boehm is mainly concerned that data gathering
efforts are undertaken to support a specific decision that has been made. Wasted effort
can result from undertaking a project without having clear objectives. If objectives remain
unclear, the potential exists for data gathering requirements to change drastically and
become costly (2:310). Objectives that are established must also be consistent with the
needs of decision-makers who are going to use the cost estimating results. Those who are
doing the data gathering must constantly balance the cost of obtaining information to the
benefit of the information to the decision-maker without waste (2:312). In establishing

objectives, it is also helpful to define the level of accuracy required in an estimate.
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Either/or decisions may just require relative (less costly) estimates while other

development decisions may require a single point estimate.

Establish Objectives

v

Plan for Required Data and Resources

v

Pin Down Software Requirements

U

Work Qut as Much Detail as Feasible

v

Use Several Independent Techniques and Sources

v

Compare and Iterate Estimates

FIGURE 2.1 Six-Step Approach to Software Cost Estimating

Estimators must also plan for required data and resources. The time to perform

an estimate generally is not the day before it is due. If an estimate is viewed as an

important project, it becomes much more likely that the required personnel and time will

be devoted to the project. More times than not, this will result in more accurate cost data.

Boehm suggests that several things be kept in mind when planning for resources (2:314):

(]

]

when the estimate is due

who is going to be responsible for each facet of the estimate
how the project will be completed
what tools will be used

how much money is needed to complete the job
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It is important to ensure that the estimator knows the exact software specifications
of the project. Specifications should be testable, unambiguous, and quantitative. Extra
effort may be warranted to ensure certain requirements are testable; but not all
requirements will lend themselves to testability. One must always keep in mind the
cost/benefit relationship when developing specifications. When specifications remain
unclear, it may be wise to make conservative assumptions regarding that area of
development rather than wasting too much time on the specification (2:316).

As much detail should be worked out during the estimation as possible. The more
detail covered, the more everyone understands exactly what is going on. Also, the more
detail that is covered in a work breakdown structure, the more likely it is that estimates
will be generated from the lowest level possible in the WBS; leading to precision estimates
that have lower variances than the norm. From an intuitive standpoint, the more detail
entered into during estimation, the less likely it is to overlook important system costs to be
included in the estimate (2:316). Details that remain unknown can be estimated using
parametric methods.

Boehm suggests that analysts also utilize several independent techniques and
sources in cost estimation. These techniques acts as good second opinions or “sanity
checks” to an original estimate. Although a particular estimation technique may have been
followed to the letter, the estimate can still fall prey to the inherent weaknesses in the
particular technique chosen. Using several techniques to predict cost increases the
probability that the various techniques will compensate for the others’ weaknesses and
allow the estimator to hone in on the closest value for cost (2:323).

Once several techniques have been utilized, it is smart to compare and iterate the
estimates. The question must be asked as to why each technique yields a different
estimate. Going through this process helps in discovering which aspects of cost each

technique overlooks and/or treats differently. The process also helps in discovering cost
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estimating error due to individual analysts (i.. getting different results using the same
technique). When estimate results are compared, particular attention must be given to
components that make up the prime product; items that drive cost up the most. These are
the components that can tolerate variability in estimates the least (2:324).

Lastly, Boehm suggests that frequent efforts to follow-up on data gathering should
occur. The premise is that no data that has been used for analysis is flawless. The more
follow-up data gathering that takes place, the more the gap can be closed between

estimated and actual costs; given that the follow-up data represents improved information.

Frederick Brooks, author of the Mythical Manmonth, takes a humorous and
somewhat pragmatic view to the cost estimating process as opposed to Boehm’s more
classical approach. According to Brooks, software projects are almost certain to exceed
estimated schedule time. He contends that current techniques for software estimating are
poorly developed; most of them take an overly optimistic approach to estimating.
Secondly, he blames estimating techniques for confusing effort with progress
(interchanging the terms man and month). Lastly, he believes that progress of
development efforts are poorly monitored, and when any schedule slippage is discovered,
a knee jerk reaction occurs which causes management to assign more and more manpower
to a project; exacerbating the problem (3:14).

One of Brooks’ key points is his contention that many times “men” and “months”
are wrongfully used interchangeably in software estimation. He agrees that cost does
fluctuate as a function of the number of personnel assigned and the number of months in
project duration. His point, however, is that progress is not a simple function of man and
month (3:16). In software development, many times a task cannot be divided effectively
among workers due to the constraint of sequential tasks. Frequently, manpower is waiting
for one element of the project to finish before the next group can start on the next

element. In this case, adding more manpower to the project (effort) has little effect on the
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schedule. Brooks likens the addition of manpower to solve schedule problems to
assigning extra women to help a woman bear her child. Whether the woman remains by
herself or has several women assigned to her, it will still take nine months to bear the
child! (3:17)

Brooks also sees the difficulty in estimating due to personnel force structure;
specifically the huge disparity of skill level from worker to worker. He cites a study by
Sackman, Erikson, and Grant which measured performance levels of experienced
programmers. The study found that ratios between best and worst performances averaged
10:1 and 5:1 on program speed and space measurements (3:30).

Given this information, one would assume that project managers would prefer to
hire small, highly skilled teams as opposed to large, average skilled teams that get in each
other’s way when developing software. This ascertation is true; however, project
managers run into a dilemma when hiring manpower. Brooks maintains that small, highly
skilled teams are best for working on small projects, but the same is not true when a large
project is undertaken. Many times a development effort is so large that a small, highly
skilled team would take far too long to complete the effort. Sometimes the only option is
to hire several workers with average ability for the project to make sure schedules are met
(3:30, 31).

Obviously, a mixture of talent on a development effort makes estimation of cost
more difficult. For a small project that is accomplished by a small, specialized team,
variances in cost estimation tend to be much lower. As mentioned before, however, small
projects are often the exception rather than the norm. Techniques must be found to
estimate costs better when so much uncertainty exists due to worker skill level, project
complexity, and desired schedule. This is why it is so important to have the aid of a
software cost estimating tool such as PRICE § to help in making cost estimating

decisions. Uncalibrated, PRICE S can handle a wide range of estimating for development
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efforts with generally reasonable accuracy. But, as Barry Boehm would recommend, any
technique used to estimate cost should be refined as much as possible to reduce variances
from estimated to actual costs.

This is where the benefit of calibrating PRICE S to the user’s particular
environment is realized. One such calibration effort was undertaken in 1984 by PRICE
Systems for the Deputy for Reconnaissance and Warfare, Aeronautical Systems Division
(ASD/RW); now the Aeronautical System Center. The effort was initiated as part of the
ASD/RW Cost Improvement Plan. The main objective was to increase acquisition
management productivity and effectiveness (23:1).

The programs that were identified in the calibration effort were mainly aircraft
avionics programs. PROFAC values were calculated for airborne military specification
(mil spec) avionics, mil spec ground software, and production center (contracted)
software programs. Calibration efforts yielded promising results as the standard deviation
among calculated PROFAC values for specific platforms and languages was very small.
For example, military ground software programs written in FORTRAN yielded a mean
PROFAC of 3.81 with a standard deviation of 0.30 for thirteen data points (23:40). The
small standard deviation between calculated PROFAC values increased confidence in the
assumption that mean PROFAC values could be derived for specific platforms and
successfully applied to future projects. This information was particularly useful since the
results differed substantially from standard “uncalibrated” default values listed in the
PRICE S user’s manual. Generally, a military ground software program written in
FORTRAN has a PROFAC value between 5.5 and 6.5 (21:C-6).

In 1990, Management Consulting and Research (MCR), with the guidance of
PRICE Systems, embarked on a similar effort to aid the Space and Missile Systems Center
(SMC) in calibrating PROFAC and APPL values from SMC’s database. Four

development environments were considered in the calibration:
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e internally developed software (ID)
e military ground (MG)
¢ military air (MA)

e space programs (S)

PROFAC

Sl

ID MG MA S
DEFAULT RANGE

ID MG MA S
CALIBRATION RANGE

FIGURE 2.2 MCR Study PROFAC Calibration Summary

Results suggested that trends overlapped in the same range of PROFAC values

initially published by PRICE Systems in their manual. The only exception was a wide

deviation that was noted for internally developed software; attributable to the fact that

there were only four data points (13:2-7). Figure 2.2 shows the range of PROFAC values

observed for each environmental platform.
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APPL values, as expected, were unpredictable; ranging from 0.87 to 10.95.
Volatility in APPL values was particularly noted for the military ground environmental

platform as shown by Figure 2.3.

APPL

12

10

ID MG MA S
CALIBRATION RANGE

FIGURE 2.3 MCR Study APPL Calibration Summary

MCR’s recommendation was to use calibrated PROFAC values rather than default
values in the absence of specific information regarding an appropriate PROFAC for a new
development effort. MCR further recommended that PRICE S calculated values for
APPL based on code mix be used rather than the values obtained from the calibration

study (13:2-9).




Summary

Barry Boehm contends that no software cost estimating tool or program is
infallible; including PRICE S. This does not mean, however, that the outputs of each
estimating method are unusable. Each independent technique has its own strengths and
weaknesses and should be used in concert with other techniques as second opinions to
original and consecutive estimates.

Although no estimating technique yields exact results, there is an opportunity to
refine the accuracy of each methodology. The attempts by ASD/RW and MCR to

calibrate the PRICE S model are two such examples of successful refinements.




lli. Methodology

Overview

The methodology for calibrating PRICE S PROFAC values to the defense
environment will be similar to the effort undertaken by MCR in 1990. Once again, the
“organization” to be calibrated will not be a single organization, but the defense software
industry as a whole. All records in the database will be combined when running PRICE S
in the ECIRP calibration mode. The goal is to arrive at an industry PROFAC.

PROFAC values will, however, be separately calculated for different
environmental platforms such as military ground, military mobile, missile, and unmanned
space applications. Separate PROFAC values will also be determined for various higher
order languages since the variability in software development costs can be great depending
on which language is used (in PRICE S). The languages to be evaluated are Ada,
Assembly, C, COBOL, FORTRAN, JOVIAL, and PASCAL.

All of the data needed for the calibration effort will be obtained from the SMC
Database. Each of the 2616 records will be individually reviewed and investigated for use
in the calibration effort. However, PRICE S was designed to respond to well-defined
input parameters that may not be evident in every database record. One specific example
would be the absence of cost or effort values for a record. In a case like this, the record is
disqualified from the study. Other examples of potential problem areas are records which
are unclear regarding schedule length or schedule phases included in the development
effort. For all cases except the absence of values for effort, attempts will be made to make
adjustments; with the assistance of the model developer, so the record can be useable for

the study.
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About the Database

The SMC Software Database uses an automated user interface to allow for access
and display of data stored in the SMC Database. The database was developed under the
direction of the USAF Space and Missile Systems Center directorate of cost (FMC), with
assistance from the Space Systems Cost Analysis Group (SSCAG), and currently contains
2616 data records (14:2).

The database user interface is Windows-driven and allows for two methods of
viewing records. One way is through browsing. The BROWSE function allows the user
to begin at record 1 and page through all of the database records. An icon labeled “next”
sends the user to the next record while an icon labeled “previous” sends the user back one
record. When inside each record, the user also finds several arrow keys to help navigate
the record. The arrow keys that contain a slash send the user to the beginning or the end
of the record while the arrow keys without a slash bring the user forward or backward one
page. The second method of viewing records involves using the FIND function to select a
record based on record number and functional description. Once a record is selected, the
user is automatically placed in the browse mode beginning with the record number that
was selected (14:7,8).

A QUERY function allows the user to define criteria for a search and to receive a
report based on that search. The user can define criteria such as software level, operating
environment, application, software function, programming language, and confidence level.
This has an advantage over the BROWSE and FIND functions in that it displays only the
records that are of interest to the user; not the entire database (14:9).

Whichever function the user chooses, the result is the same once the individual

record is viewed. Every record contains a five-section format (14:1-1 thru 5-2):

Proprietary Data

General Information

Cost, Size, and Schedule Information
Software Characteristics
Maintenance Information

o © o0 o

©
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The records in the database and the information contained in each record are
designed specifically to support input values required by several software estimating
models; including PRICE S. The specific input parameters necessary for PRICE S can be
carefully gleaned from the records. For instance, program globals can be found in Section
3 of each record and are used to customize the calibration to a specific schedule and labor
profile (13:2-4).

Important data file “input variables” can be found throughout each record; mainly
Pages 2, 3, and 4. These input variables can be translated to specific PRICE S input
parameters such as effort, management complexity, internal integration, software
language(s), complexity of the language(s), and APPL. This information can be used, in

turn, to generate PROFAC values (calibrating the model).

Theory of Price S Calibration

Calibration is defined as an iterative process that adapts a model to new situations
or new development efforts. The chief method of accomplishing this adaptation in PRICE
S is by running the model in the reverse, or ECIRP mode (PRICE spelled backwards).
This is performed by inputting actual cost, schedule, or effort data into the model and
allowing the model to empirically solve for PROFAC values. The PROFAC value that
results from running the model in the ECIRP mode is the first step in the calibration
process (8:1).

The next step is to run the model in the forward mode, using the intial (ECIRP)
PROFAC estimate. The cost estimate that is obtained from this forward run is then
compared to the actual cost data that was entered as an input during the ECIRP
calculations. If the two estimates are close, within a specified tolerance level (0.05%), the
new PROFAC value is accepted and the calibration flow stops (8:1).

If the comparison yields a result that is unacceptable, the result is compared to
previous results to determine if successive iterations are actually converging on more
accurate PROFAC values. If the values are converging, the iteration process continues

until resultant cost estimates are within tolerance. If the values are not converging
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properly, the process is halted, and the calibration effort is deemed unsuccessful (8:1).

The automatic ECIRP calibration process, as defined by PRICE Systems, is shown in

Figure 3.1.
ECIRP Initial
PROFAC
Is
p No
rOCESS Run
Converging? PRICE S
No Yes Compare PRICE S
Cost To ECIRP
St Input Cost
P ECIRP New L
Unsuccessful PROEAC
ECIRP
Acceptabl Stop
cceptable S ful
GOTO ) uccessfu
Run Comparison? ECIRP
PRICE S

FIGURE 3.1 PROFAC Calibration Process

When calibration is applied to a number of software programs, however, a pattern
will usually emerge, and improved PROFAC values can be obtained. The usefulness of
refining PROFAC values lies in the fact that once a PROFAC is determined for an

organization or specific environment, the value remains constant for quite some time

(20:2E-1).
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Step-by-Step PRICE S Calibration

After learning how to use the SMC Database user interface, the next step in the
calibration effort is gathering information from the database to be entered into the PRICE
S model. Since the database has record information which applies generally to several
parametric cost-estimating models, it is useful to develop a data gathering form
specifically geared to PRICE S (Fig. 3.2). Attributes that are not applicable to the SMC

Database are shaded with X’s.

1.0 Record Number
2.0 Application Name
2.6 Operating Environment
2.7 Application
3.1.1 Total effort (Person Months)
3.1.3 Average Staffing Level
3.1.4 Peak Staffing
3.2.1 New Unique SLOC

3.2.2 Common SLOC

3.2.3 Reused SLOC

3.5.3 Schedule Completion Dates

SRR TRR
SDR FCA
SSR PCA
PDR FQT
CDR OTE
PQT (PRELIM QUAL)

4.1 Level of Complexity
4.2 Programming Languages
Software Attributes

4.3.1 Application Complexity (APPL)
4.3.5 Display Requirements (APPL)
4.3.8 Memory Constraints (%)
4.3.9 Timing Constraints (%)

FIGURE 3.2 PRICE S Data Collection Form
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Attribute

V.Low

Low | Nom

High | V. High

E. High

CPLX adj.

4.3.3 Requirement Volatility

XXXXXX

4.3.4 Rehosting Req.

XXXXXX

XXX

4.3.6 Reusability Req.

XXXXXX

XXX

4.3.7 Security Level

XXXXXX

XXX

4.8.1 Personnel Exp.

XXXXXXXX

4.8.2 Personnel Capabilities

XXXXXXXX

4.8.5 Team Programming Exp.

4.8.6 Dev. Methods Exp.

4.8.7 Dev. Sys. Exp.

4.8.8 Target Sys. Exp.

4.23.4 Dev. Sys. Volatility

XXXXXX

4.23.6 Quality Assur, Level

XXXXXXXX

4.23.7 Test Level

AXXXXXXX

4.23.8 Multiple Site Dev.

XXXXXX

XXX

4.23.13 Modern Prac. Exp

XXXXXXXX

4.23.14 Automated Tool Spt.

XXXXXXXX

Net CPLX Effect

Source Code Mix % of Total

% New Design

% New Code

% Retest

Operating Sys

Interactive Ops

Real-Time C&C

On-Line Comm

Data S&R

String Man.

Math Oper.

PROFAC Calibration result =

FIGURE 3.2.1 PRICE S Data Collection Form (Continued)

This handy form contains all the information needed to construct a record

calibration in PRICE S. Once the entire database is searched for useable records and the

information recorded for each record, the data collection forms can be filed into

homogeneous data sets. This process is known as database stratification. Once data sets

are established, the next step is to construct calibration files using the software model.

The following is an explanation of the specific information that is entered into the model

(using record 75 of the database as an example):
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Operating ,E:!l,\?imnme‘nt. (PLTEM))

COMMERCIAL PROPRIETARY SOFTWARE
Informal Development
Formal Development
Low Reliability
Nominal Reliability
High Reliability

COMMERCIAL PRODUCTION SOFTWARE
Mominal Reliability
High Reliability
VYery High Reliability (Airborne]

MILITARY SOFTWARE

Mobile [Van or Shipboard]
Airborne

SPACE SOFTWARE
Unmanned
Manned

FIGURE 3.3 Operating Environment (PLTFM)

Operating Environment (Fig. 3.3) is a variable that describes the planned operating
environment for a new development effort. It measures portability, reliability, structuring,
testing, and documentation required by the customer. The most important issue in
determining PLTEM value is the level of specification and testing involved in the effort
(17). In this example, the PLTFM value is equal to 2.0 since record 75 contains

information on unmanned space software.
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CPLXM

COMPLICATING FACTOR
More Than Dne Development Location

Multinational Project

FIGURE 3.4 Management Complexity (CPLXM)

Management Complexity (Fig. 3.4) measures the relative effect of complicating
factors on the entire software development effort. Values less than one have no effect on

effort (17). In this example, CPLXM is equal to the industry average of one.

INTEG!

TEAM QUALIFICATIONS

TASK REQUIREMEMNTS
Specialized Expenenced

Loozely coupled

interface. minimum O .20 O 0.30

timing constraints and
interaction.

Closely coupled

interfaces, strict timing 0.70

protocols, many
interupts.

Strict, tightly coupled
interfaces, strictest
timing protocols and

constiaints.

FIGURE 3.5 Internal Integration (INTEGI)
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Internal Integration (Fig. 3.5) evaluates the level of integration and testing of
components at the computer software configuration item (CSCI) level. 0.5 is the default
value; numbers less than that reflect task requirements that are easier than average, and
numbers greater than 0.5 describe more complex tasks (17). Team qualifications also
have an impact on the INTEGI value. For example, average tasks performed by
specialized teams warrant a lower INTEGI than the default value. Likewise, teams with
mixed experience must add to the INTEGI value that would normally be selected based
solely on task requirements. In this example, the INTEGI has a value of 0.70 to reflect a
more complex integration task than average. This is mainly due to the “very high”

requirements volatility listed in the record.

TSGR e
PATE
O January 2025 --->

O February
O March
O April

® May

O June

O July

O August
O September
O October
© November
O December

FIGURE 3.6 Software Specification Review

Software Specification Review (SSR) (Fig. 3.6) is the input parameter that

specifies the completion date of the following tasks (17):
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o interface requirements specification
o software requirements specification
o allocated baseline

Inputting either the SSR or Software Design Review (SDR) dates are mandatory
because those values are used in the model to generate an internal reference schedule. The
internal reference schedule constructed by the model acts as a basis for assessing penalties
to estimated effort. Other schedule dates such as Functional Configuration Audit are
helpful in computing internal schedules to be compared with the reference schedule in
assessing penalties but are not mandatory. Dates which are unknown can simply be
entered as a zero, but the model will still calculate values for those dates; consistent with
either the SSR or SDR date that was entered into the model (21:11-4, 5). In this example,

the SSR date is May 1981.

O January
O February
O March

O Apiil

May

O June

O July

O August

O September
O October
O Movember
O December

FIGURE 3.7 Functional Configuration Audit
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The Functional Configuration Audit (Fig. 3.7) date is an input parameter highly
suggested for inclusion in the model by the software developer. As mentioned before, it is
a parameter that assists the model in calculating internal schedules to be compared with

the reference schedule for possible effort penalty assessment. In this example, the FCA

date is May 1985.

= , . .~ GlobalTable b4 I®] 8
[PRICE S Preset Acquisition Global Table (1393) |
rMULTIPLIERS T Cost Sched———
Eliminate
Des Pgm Data SEPM Q/A CFM | Mult Phase Penally
System Concept | [1.00(1.00|[1.00][1.00]/1.08}{1.00| {1.00 | [X 1
System SW Req|[1.00|{1.00}|1.00(|1.00({1.00}{1.00|| |1.00 | X O
Sw Req Anlys | {1.00]{1.00}{1.00][1.00]1.00]{1.00] | [1.00 O
Prelim Design | {0.09{/1.00(;0.00|(C.06 {{0.00 |{0.00 1.00 O
Detail Design | {0.09|[1.00/[0.00][0.00|[0.00][0.00]| [1.00 | (O [J
Code/Test|[0.09][1.00|[c.00|[0.00|[0.00|[0.00|| (100 | O O
CSCi Test||0.09|[1.00|[0.00{/0.00][0.00|[0.00|] [1.00 | (O [
System Test|[1.00]1.00][1.00]{1.00][1.00]100]] 100 | X OO Hrs/Month|152.00
Dperational T&E | [1.00][1.00][1.00][1.00][1.00][1.00]} [100 | K [ Decimals[1____ |
System | & T|[1.00{{1.00]{1.00|(1.00([1.00({1.00] | |default |§D

FIGURE 3.8 Global Table

The Global Table (Fig. 3.8) is comprised of four input sections: acquisition cost
multipliers, acquisition schedule multipliers, phase eliminate indicator, and the penalty cost
eliminate indicator. The acquisition cost multipliers are direct linear multipliers of all 54
cost elements depicted in the table grid by schedule phase and type of effort. The default
values are set to one and can be increased or decreased based upon relative anticipated
effort. Alternatively, an entire row (schedule phase) can be adjusted by changing the

values in the acquisition schedule multiplier column (17).
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The phase eliminate indicator allows for a schedule phase to be completely
removed from calculations. Using the phase eliminate indicator is equivalent to placing a
zero in the schedule multiplier column for that phase. And the penalty cost eliminate
indicator allows no cost penalties to be applied to a specific phase. This negates any
penalties that would normally be assessed through reference schedule calculations based
on SSR or SDR dates (17). In this example, the effort applies to Preliminary Design
through CSCI Testing; therefore, the five phases which do not apply to the record are

eliminated from further cost calculations.

PERSOMMEL SOFTWARE TOOLS
Dutstanding crew . Yery highly automated

Extensive experience . Highly automated

MNormal crew Mominal
Mined experience

Relatively inexperienced

PRODUCT FAMILIARITY COMPLICATING FACTORS

Familiar type of product
Mormmal, new product X Mew Language

Mew line of business A Changing requirements

FIGURE 3.9 Complexity (CPLX1)

CPLX1 (Fig. 3.9) is similar to the Management Complexity parameter that was
discussed earlier with the exception that it applies specifically to the complicating factors
on the software development task itself. Personnel skills, product familiarity, software
tools, and unusual complicating factors all affect development schedule and hence the

CPLX1 value. CPLX1 is a performance variable that works in concert with the
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acquisition mode parameters to aid in the calculation of a reference schedule. The
parameter has a default value of one and can be increased or decreased based on the four
factors pictured in the figure (17). In this example, the CPLX1 value is 1.1. “Low” team

programming experience identified in the record penalizes (raises) the value by 0.1.

HSI Complexity [CPLX2)

COMPLICATING FACTOR
New Hardware 1.2

Hardware Developed in Parallel

FIGURE 3.10 HSI Complexity (CPLX2)

CPLX2 (Fig. 3.10) is similar to CPLX1 in that it measures the relative effect of
complicating factors on the software development task. It differs in that it is solely
concerned with complicating factors caused by hardware/software interactions. The
default value is one. New hardware used in the development task raises the value by 0.2;
hardware developed in parallel with the software task raises the value by 0.3 (17). In this
example, the CPLX2 value is the industry average of 1.0.

The APPL generator (Fig. 3.11) uses source code mix and percentage of new
design and new code in determining an APPL value; a mandatory input. In this example,

the source code mix yields a value of 7.49 for APPL.
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HEWD WNEWC

User Defined | |1 |[{0.00 ||0.000 ||0.000

Store & Retrieve Data i 0.20 1.000 (|1.000
Online Communications X G.10 |{1.000 |{1.000
Real Time . 0.30 |{|1.000 ||1.000

Interactive . 0.30 |{1.000 ||1.000

Hath . 0.00 ||{0.000 ||0.000

String M anipulation . 010 1.000 ({1.000
Operating Spstem . 0.00 0.000 |{0.000

APPL NEWD NEWC
[7-49 |[i-000 |[T-000 |

i A SR I IR 10 25 A 20 R TR L 3 A e e s

FIGURE 3.11 APPL Generator

The previous nine items, when combined with easy to understand input parameters
such as language type, number of source lines of code, and person-months of effort, allow
the user to calculate a PROFAC value for the record in the ECIRP mode automatically as
previously described in the Theory of PRICE S Calibration found in Chapter III. The
PROFAC value yielded by the example record #75 is 5.56. The actual person-months of
effort for the record is 912. Normally, actual person-months of effort is an unknown
parameter for which the analyst is trying to estimate. Running PRICE § in the normal
forward mode using a PROFAC value of 5.56 yields a total effort of exactly 912 for the
record; the actual effort. An exact calibrated PROFAC value, however, is not available
for project estimates because the effort or cost is an unknown parameter at the beginning
of a project. PROFACs can only be known with certainty once a project is completed and
actual effort is known. In the absence of having an exact PROFAC value to use for a
particular project and for a given situation, a default PROFAC value or previously

calibrated PROFAC value from similar projects must be used to estimate effort. The
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purpose of this research is to discover calibrated values for PROFAC that are more
accurate than the default values when applied to projects of various operating
environments and languages.

The next step in the calibration process is finding a calibrated PROFAC value for
each record in the particular stratified data set. Once that is accomplished, the data set
must be stratified further into a calibration set and a validation set. A validation set is
simply a set of data omitted from the calibration set calculations that will be used in
verifying calibrated PROFAC values. The rules for determining points for calibration and

validation, as requested by SMC, the sponsor of this research, are shown in Table 1.

TABLE 1
DETERMINING POINTS FOR CALIBRATION AND VALIDATION

Number of Data Points Points used for Calibration | Points used for Validation
8 ALL NONE
9-11 8 THE REMAINDER
>=12 THE REMAINDER ONE-THIRD

A random a sample is used in determining which points in a data set to use for
validation. Once the data set has been segregated into calibration and validation points,
the next step is to find the mean PROFAC value and sample standard deviation for all of
the records in the set labeled for calibration. That mean PROFAC value becomes the
testable calibrated PROFAC value for the entire platform or language data set. In
instances where less than eight data points are available, testable calibrated PROFAC

values will be calculated for n successive iterations, and one data point will be held for




validation in each iteration. The multiple iterations are an attempt to smooth out
variability in results caused by having too few data points.

The final step in the methodology is to determine the accuracy of the uncalibrated
model versus the calibrated model. This is done by running all of the calibration and
validation records in the forward mode using both the calibrated PROFAC value and the
uncalibrated default values. Effort values obtained from these forward runs are compared
to actual effort and model accuracy is determined through the use of statistics including
mean absolute error, mean relative error, and Conte’s percentage within twenty-five
percent rule described in Chapter I. The methods for computing mean absolute error and

mean relative error are shown in Figure 3.12.

1. Mean Absolute Error = the Summation of (the Absolute Value of Calibrated or Default PROFAC
estimated Effort minus Actual Effort) divided by the Number of Records in the Data Set

(YEE-AE])

N

2. Mean Relative Error = the Summation of ((the Absolute Value of Calibrated or Default PROFAC
estimated Effort minus Actual Effort) divided by Actual Effort) divided by the Number of Records in the

Data Set

EE= estimated effort
AE= actual effort
N= number of records in the data set

FIGURE 3.12 Mean Absolute Error and Mean Relative Error Computations
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The distributions of the calibrated and default PROFAC estimated efforts are also
compared to the distributions of the actuals and examined for biasedness using the
Wilcoxon Signed-Rank Test. This non-parametric test checks for sizable differences
between the sums of negative and positive deviations between estimated and actual effort
in determining whether to reject or fail to reject the null hypothesis that no bias exists
between the distributions. This is accomplished by comparing minimum deviations to T-
statistics chosen by significance level. If the minimum deviations are greater than the T-
statistics, the test fails to reject the hypothesis that no bias is introduced by the estimating

distributions (15:680).

Summary

The methodology discussed throughout this chapter can be summarized in eight
steps:
e Search SMC Database for records suitable for PRICE S calibration
e Collect information pertinent to PRICE S model inputs for each record
e Stratify records by environmental platform and language
e Segregate records in each stratified data set into calibration and validation points

e Discover individual calibrated PROFACs for each record using the PRICE S ECIRP
mode

¢ Find the mean PROFAC of calibration points for each data set

e Estimate effort for each data set, by record, using mean PROFAC and default
PROFAC

¢ Examine the results of the estimates, as they compare to actual effort, through various
statistical methods
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The next chapter summarizes the calibration results obtained through this
methodology; presented by operating environment, language, and iteration in easy-to-read

tabular format.
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Overview

IV. Analysis and Findings

Seventy records from the SMC Database were found to be suitable for the PRICE

S calibration effort. The input parameters for each record, organized according to

operating environment and language, can be found in Appendix A. Default PROFAC

values (Table 2) used in the study were determined by analyzing ranges published by

PRICE Systems and through personal interviews with representatives from PRICE

Systems. Only default PROFAC values applicable to the study are listed.

TABLE 2
DEFAULT PROFAC VALUES

Unman. Missile Mil. Mobile | Mil. Ground Avionics Commercial

Space
Platform Cals 4.5 5.0 5.5 6.0
Ada 5.0 5.5 6.0 6.5 55
Assembly 4.0 4.5 5.0 5.5
C 5.0 6.5 6.5
COBOL 6.5
FORTRAN 5.0 6.0 6.5
JOVIAL 4.0 4.5 4.5
PASCAL 6.0 6.5 6.5
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Calibration Results

The calibration results for each operating environment, language, and iteration are

presented in an easy to read format which includes the following:

[}

=]

Records used in the calibration

Mean PROFAC of calibration records

Standard deviation of the PROFACs used in the calibration
Mean absolute error for both mean and default estimated effort

Mean relative error for both mean and default estimated effort

Columns and rows that show record number, calibrated PROFAC for each record,
actual effort as reported by the SMC Database, mean and default PROFACs of
calibration records, estimated effort for each record using both mean and default
PROFAC values, absolute deviation of estimated effort from actual effort, and
absolute relative (percentage) error of estimated effort

Accuracy within 25% of actual effort

Narrative explaining the dynamics of each calibration result

In addition to the information presented for each calibration run, the Wilcoxon

Signed-Rank Test was performed for all data sets containing eight or more data points.

The results supported (failed to reject) the null hypothesis of no bias introduced by the

distributions of estimated effort for every data set at the 0.10 and 0.05 levels of

significance (see Appendix B).




TABLE 3
MILITARY GROUND

Military Ground

Records Used for Calbration: 2, 7, 9, 23, 26, 30, 50, 54, 56, 58, 63, 68, 73, 301, 2497, 2519, 2520, 2522, 2523, 2524

Mean PROFAC of Calibration Records: 6.12
Standard Deviation: 1.83
Mean Absolute Error:
Of Effort using Mean PROFAC 329.32
Of Effort using Defauk PROFAC 327.41
Mean Relative Frror:
Of Effort using Mean PROFAC 29.41%
Of Effort using Defauk PROFAC 30.33%

| Mean PROFAC | Effort : Dev. ; Dev. from Actual ! % Dev.

Calibrated PROFAC: accurate to within 25%, 48% of the time.
Default PROFAC: accurate to within 25%, 52% of the time.

The mean PROFAC of calibration records, 6.12, is close to the default value of
6.00 for military ground applications (Table 3). As expected, the close mean and default
PROFAC: estimate effort with nearly the same accuracy; 48 versus 52% within 25%. The
standard deviation of calibration PROFACs, 1.83, is 30% of the mean value of 6.12. The
large standard deviation can be attributed to the PROFAC range of 2.27 to 9.74. Mean
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relative error is slightly less for mean PROFAC estimated effort than it is for default
PROFAC estimated effort; however, mean absolute error of mean PROFAC estimated
effort is slightly higher. This is a recurring theme in this study and can be attributed to the
fact that some records in the stratified data sets vary greatly by effort size. For example,
one record may report actual effort of 5000, and the rest of the records may have an
average actual effort of about 500. If the “more accurate PROFAC”, as determined by the
lower mean relative error, predicts the large records with less precision than normal, it can
lead to a distortion of mean absolute errors; even though mean relative error (percentage
error) remains relatively stable. In this example, records 55, 2219, 2520, 2522, and 2524

are large records that the mean calibrated PROFAC measured less accurately than the

default PROFAC.

TABLE 4
MILITARY MOBILE

Military Mobile

Records Used for Calibration: 303, 347, 348, 349, 2456, 2502, 2507, 2508

Mean PROFAC of Calibration Records: 572
Standard Deviation: 2.16
Mean Absolute Frror:
Of Effort using Mean PROFAC 138.80
Of Effort using Default PROFAC 151.78
Mean Relative Error:
Of Effort using Mean PROFAC 32.08%
Of Effort using Defaull PROFAC 33.34%

from Actual | % Dev.

Calibrated PROFAC: accurate to within 25%, 38% of the time.
Default PROFAC: accurate to within 25%, 38% of the time.
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Once again, the mean PROFAC of calibration records, 5.72, is close to the default

value of 5.50 for military mobile applications (Table 4). Both mean PROFAC and default

PROFAC estimate effort at an accuracy level of only 38% within 25%. For mean

PROFAC estimated effort this is a attributable to the large PROFAC standard deviation of

2.16, which is 38% of the mean. Although the accuracy levels appear unpromising at first

glance, the mean relative errors for both mean and default PROFAC estimated effort are

only above the threshold accuracy level of 25% by 7 to 8%.

TABLE 5
MISSILE (1)

Missile (lteration 1)
Records Used for Calbration: 16,27, 36
Mean PROFAC of Calibration Records: 5.41
Standard Deviation: 0.44
Mean Absolute Error:

Of Effort using Mean PROFAC 43.65

Of Effort using Default PROFAC 55.73
Mean Relative Error:

Of Effort using Mean PROFAC 14.54%

Of Effort using Default PROFAC 15.18%
Record # | Cal PROFAC | Actual Effort | Mean PROFAC . Effort ' Dev. from Actual - % Dev | Def PROFAC | Effort | Dev, from Actual | % Dev

2500 049%

Calibrated PROFAC: accurate to within 25%, 75% of the time.
Default PROFAC: accurate to within 25%, 75% of the time.

For this iteration of the missile environmental platform, the mean PROFAC of

calibration records, 5.41, is somewhat above the default value of 5.00 (Table 5).

Regardless of that fact, both mean and default PROFAC estimated effort have an accuracy

of 75% within 25%. The small standard deviation of 0.44 for calibrated PROFACsS is due

to record 15, a possible outlier, being absent from the computations during this iteration.
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TABLE 6

MISSILE (2)

Missile (lteration 2)
Records Used for Calibration: 15, 27, 36
Mean PROFAC of Catibration Records: 4.48
Standard Deviation: 1.23
Mean Absohtte Error:

Of Effort using Mean PROFAC 110.20

Of Effort using Default PROFAC 55.73
Mean Relative Error:

Of Effort using Mean PROFAC 22.19%

Of Effort using Default PROFAC 15.18%
‘Record # | Cal PROFAC | Effort : Dev.fromActuali % Dev. | Def PROFAC : Effort ' Dev.fomActual: % Dev.

15
16586 :

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 75% of the time.

With the inclusion of record 15 in the computations during this iteration, mean
calibrated PROFAC plummets to 4.48 and the standard deviation nearly triples (Table 6).
Mean relative error significantly increases from 14.54 to 22.19%. One less record of the

four falls under the 25% accuracy threshold, but it should be noted that the two records

outside of the 25% range have deviations of only 29.49 and 29.90%.




TABLE 7

Missile (Hteration 3)
Records Used for Calbration: 15, 16, 36
Mezn PROFAC of Calibration Records: 4.64
Standard Deviation: 142
Mean Absohite Error:
Of Effort using Mean PROFAC 89.63
Of Effort usimg Defaut PROFAC 55.13
Mean Relative Error:
Of Effort using Mean PROFAC 19.68%
Of Effort using Defaut PROFAC 15.18%
12070 B
; : | 1672.000 21200,
% L 4% 506.0 4.6 {54040 3440

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 75% of the time.

This iteration brings a slight improvement to mean relative error of mean PROFAC
estimated effort with the inclusion of record 16; which increases the mean calibrated

PROFAC from 4.48 to 4.64 (Table 7).

TABLE §
MISSILE (4)

Missile (lteration 4)
Records Used for Calibration: 15,16, 27
Mean PROFAC of Calibration Records: 477
Standard Deviation: 148
Mean Absohte Error:

OfEffort using Mean PROFAC 76.60

OfEffort using Defaut PROFAC 55.73
Mean Relative Error:

Of Effort using Mean PROFAC 17.8%%

OfEffort using Defautt PROFAC 15.18%

Calibrated PROFAC: accurate to within 25%, 75% of the time.
Default PROFAC: accurate to within 25%, 75% of the time.
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As the mean PROFAC continues to rise, mean relative error decreases further still;

but not to the level of the first iteration (Table 8).

TABLE 9
UNMANNED SPACE

Unmanned Space

Records Used for Calibration: 38, 74, 75, 76, 78, 79, 81, 82, 305

Mean PROFAC of Calibration Records: 4.32
Standard Deviation: 1.89
Mean Absolute Error:
Of Effort using Mean PROFAC 76.19
Of Effort using Defautt PROFAC 73.31
Mean Relative Frror:
OfEffort using Mean PROFAC 33.64%
Of Effort using Defaut PROFAC 33.55%

Dev. DefPROFAC  Effort : Dev,fromActual !

Calibrated PROFAC: accurate to within 25%, 43% of the time.
Default PROFAC: accurate to within 25%, 36% of the time.

The mean PROFAC of calibration records, 4.32, is close to the default value of
4.50 for unmanned space applications (Table 9). As expected, the close mean and default
PROFACs estimate effort with nearly the same accuracy; 43 versus 36% within 25%. The
standard deviation of calibration PROFACsS, 1.89, is 44% of the mean value of 4.32. The
large standard deviation can be atiributed to the PROFAC range of 2.48 t0 8.66. Once
again it should be noted that mean relative errors for both mean and default estimated

efforts are only about 8% above the threshold accuracy level of 25%.




TABLE 10
ADA

ADA

Records Used for Calbration: 29, 347, 348, 349, 2501, 2502, 2508, 2512

Mean PROFAC of Calibration Records: 551
Standard Deviation: 1.72
Mean Absolute Error:
Of Effort using Mean PROFAC 116.63
Of Effort using Defauk PROFAC 9045
Mean Relative Error:
Of Effort using Mean PROFAC 28.16%
Of Effort using Defauk PROFAC 23.57%

Record # | CalPROFAC  Actual Effort| Mean PROFAC: Effort | Dev. from Actual| % Dev. | Def PROFAC ! Effort | Dev.from Actual! % Dev.
2% 4 520! : ' : 7400 1423%

Calibrated PROFAC: accurate to within 25%, 60% of the time.
Default PROFAC: accurate to within 25%, 60% of the time.

The mean PROFAC of calibration records, 5.51, is somewhat lower than the
average default PROFAC of 5.95 for these Ada records (Table 10). The mean and default
PROFAC:s estimate effort with the same accuracy; 60% within 25%; however, mean
relative error of default PROFAC estimated effort is nearly 5% lower than the error of
mean PROFAC estimated effort. The standard deviation of calibration PROFACs, 1.72, is

31% of the mean value of 5.51. The large standard deviation can be attributed to the

PROFAC range of 3.30 to 8.46.




TABLE 11
ASSEMBLY

ASSEMBLY
Records Used for Calibration: 15, 16, 36, 53, 55, 56, 61,302

Mean PROFAC of Calibration Records: 6.10
Standard Deviation: 2.51
Mean Absolute Error:
Of Effort using Mean PROFAC 469.69
Of Effort using Default PROFAC 439.63
Mean Relative Error:
Of Effort using Mean PROFAC 29.67%
Of Effort using Default PROFAC 32.29%

.fromActual: % Dev.

{ Dev

28 29.38%

......... o o
2140, 33.44%

Calibrated PROFAC: accurate to within 25%, 60% of the time.
Default PROFAC: accurate to within 25%, 30% of the time.

The mean PROFAC of calibration records, 6.10, is much higher than the average
default PROFAC of 4.90 for these Assembly records (Table 11). The mean PROFAC
estimates effort with greater accuracy than the default values; 60 versus 30% within 25%.
Mean absolute error of mean PROFAC estimated effort is distorted due to the influence of

record 55; which has a calibrated PROFAC of only 2.27 and an actual effort of 6713.
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TABLE 12

C(@

C (lteration1)
Records Used for Catbration: 306, 307, 2510
Mean PROFAC of Calibration Records: 8.57
Standard Deviation: 0.26
Mean Absolute Error: )

Of Effort using Mean PROFAC 1.93

Of Effort using Default PROFAC 48.25
Mean Relative Error:

Of Effort using Mean PROFAC 1.98%

Of Effort using Default PROFAC 43.85%
| Record #_ Cal PROFA ' ‘ i Dev. from Actual
T 1 R

Calibrated PROFAC: accurate to within 25%, 100% of the time.
Default PROFAC: accurate to within 25%, 0% of the time.

The mean PROFAC of calibration records, 8;57, again is much higher than the
average default PROFAC of 5.75 for these C records (Table 12). The mean PROFAC
estimates effort with an outstanding accuracy level of 100% within 25%, with a mean
relative error of only 1.98%; while none of the default estimated efforts are within 25% of

actuals. The mean PROFAC estimates are extremely close to actuals because the standard

deviation of the mean is only 0.26.
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TABLE 13

C@®)
y

C (lteration 2) .
Records Used for Calbration: 305, 307, 2510
Mean PROFAC of Calbration Records: 8.65
Standard Deviation: 0.23
Mean Absolute Error:

Of Effort using Mean PROFAC 2.13

Of Effort using Default PROFAC 48.25
Mean Relative Error:

Of Effort using Mean PROFAC 1.99%

Of Effort using Defaur PROFAC 43.85%

DcfPROFAC Effort : Dev. ﬁ'omActua.l % Dev,

Calibrated PROFAC: accurate to within 25%, 100% of the time.
Default PROFAC: accurate to within 25%, 0% of the time.

This iteration is nearly identical to the first one. Record 305 is substituted for 306

in the computations (Table 13).

TABLE 14

C (lteration 3)
Records Used for Calbration: 305, 306, 2510
Mean PROFAC of Calbration Records: 8.50
Standard Deviation: 0.14
Mean Absolute Error:

Of Effort using Mean PROFAC 1.70

Of Effort using Defaul PROFAC 48.25
Mean Relative Error:

Of Effort using Mean PROFAC 1.92%

Of Effort using Default PROFAC 43.85%

-
094%: 650

Calibrated PROFAC: accurate to within 25%, 100% of the time.
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Default PROFAC: accurate to within 25%, 0% of the time.
In this iteration, standard deviation drops to a low 0.14 as the mean PROFAC

decreases to 8.50 (Table 14). Mean relative error falls to 1.92%.

TABLE 15
C@)
C (lteration 4)
Records Used for Calibration: 305, 306, 307
Mean PROFAC of Calibration Records: 8.65
Standard Deviation: 023
Mean Absolute Error:
Of Effort using Mean PROFAC 2.13
Of Effort using Default PROFAC 48.25
Mean Relative Error:
Of Effort using Mean PROFAC 1.99%
Of Effort using Defaut PROFAC 43.85%
an PROFAC  Fffort Dev.fromA  Effort | Dev.fromActual % Dev,
........... 1812 ' : 5260 2903%

Calibrated PROFAC: accurate to within 25%, 100% of the time.
Default PROFAC: accurate to within 25%, 0% of the time.

The results of this iteration are identical to the second iteration (Table 15). Record

306 is substituted for record 2510. The calibrated PROFAC:s of the records differ by only

0.01.
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TABLE 16
COBOL (1)

COBOL (iteration 1)

Records Used for Calibration: 2520, 2521, 2522,2523,2524

Mean PROFAC of Catibration Records: 4.39
Standard Deviation: 1.55
Mean Absolute Error:
Of Effort using Mean PROFAC 780.72
Of Effort using Defautt PROFAC 744.67
Mean Relative Error:
Of Effort using Mean PROFAC 39.66%
Of Effort using Defaut PROFAC 32.19%

fromActual % Dev,

37240 1839400 10035%: 650 G 2388200 55520 € 297%
Toie0 1740 4440%; 650 | 1486.00 247400 6247%
; : i ; 36850 50.14%

;. 34500 .

2684.80 78940  30.67%
.................................................................................... (154940 o 2880 438%
23210 1522%

Calibrated PROFAC: accurate to within 25%, 17% of the time.
Default PROFAC: accurate to within 25%, 33% of the time.

The mean PROFAC of calibration records, 4.39, is much lower than the average
default PROFAC of 6.50 for these COBOL records (Table 16). The mean and default
PROFACs both estimate effort with poor accuracy of 17 versus 33% within 25%;

respectively. Calibrated PROFACs range from 2.44 to 8.22.




TABLE 17
COBOL (2)

COBOL (lteration 2)

Records Used for Catibration: 2519, 2521, 2522, 2523,2524

Mean PROFAC of Calibration Records: 5.55
Standard Deviation: 1.86
Mean Absolute Error:
Of Effort using Mean PROFAC 692.12
Of Effort using Default PROFAC 744.67
Mean Relative Error:
Of Effort using Mean PROFAC 30.59%
Of Effort using Default PROFAC 32.19%

S 00;  UN%: 630 P 438%
. H .40 .60; . : . : 15.22%

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 33% of the time.

Mean relative error decreases dramatically from 39.66 to 30.59 as mean calibrated

PROFAC increases from 4.39 to 5.55 (Table 17). Mean PROFAC estimated effort

increases in accuracy to 50% within 25%.
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TABLE 18
COBOL (3)

COBOL (lteration 3)

Records Used for Calibration: 2519, 2520,2522, 2523, 2524

Mean PROFAC of Calibration Records: 5.38
Standard Deviation: 2.13
Mean Absolute Error:
Of Effort using Mean PROFAC 697.58
Of Effort using Default PROFAC 744.67
Mean Relative Error:
Of Effort using Mean PROFAC 31.41%
Of Effort using Default PROFAC 32.19%

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 33% of the time.

This iteration introduces slightly more relative error than the previous iteration as

mean PROFAC decreases to 5.38 (Table 18).
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TABLE 19
COBOL (4)

COBOL (lteration 4)

Records Used for Calbration: 2519,2520, 2521, 2523, 2524

Mean PROFAC of Calibration Records: 5.13
Standard Deviation: 2.32
Mean Absolute Error:
Of Effort using Mean PROFAC 710.05
Of Effort using Default PROFAC 744.67
Mean Relative Error:
Of Effort using Mean PROFAC 32.95%
Of Effort using Default PROFAC 32.19%

Record # | CalPROFAC | Actual Efforn . Mean PROFAC | Effort | Dev, fromActual’

Def PROFAC |

Effort | De

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 33% of the time.

This iteration is similar to the previous one. Mean PROFAC decreases to 5.13

(Table 19). Records 2520, 2521, 2522, and 2524 distort values for mean absolute error.




TABLE 20
COBOL (5)

COBOL (lteration 5)

Records Used for Catibration: 2519, 2520, 2521, 2522, 2524

Mean PROFAC of Calibration Records: 4.79
Standard Deviation: 2.25
Mean Absolute Error:
Of Effort using Mean PROFAC 731.08
OfEffort using Default PROFAC 744.67
Mean Relative Error:
OfEffort using Mean PROFAC 35.54%
OfEffort using Defaut PROFAC 32.19%

Record # | Cal PROFAC ! Actual Effort} Mean PROFAC | Effort : Dev. fromActual Effort Dev.fromActal! % Dev.
i ; 1833.0; 479 i ; P30,

i 3351.80

.......... : : o : : 0 e : . : S35 100

15.22%

Calibrated PROFAC: accurate to within 25%, 33% of the time.
Default PROFAC: accurate to within 25%, 33% of the time.

As the mean PROFAC continues to drop, error increases still further (Table 20).
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TABLE 21
COBOL (6)

COBOL (lteration 6)

Records Used for Calibration: 2519, 2520, 2521, 2522, 2523

Mean PROFAC of Catibration Records: 493
Standard Deviation: 232
Mean Absolute Error:
Of Effort using Mean PROFAC 721.32
Of Effort using Default PROFAC 744.67
Mean Relative Error:
Of Effort using Mean PROFAC 34.40%
Of Effort using Default PROFAC 32.19%

.fromActual - % Dev.

2524 5.52 1525.0¢ 4.93 1713.50 188.50  12.36% 6.50 L 1292.90: 23210 15.22%

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 33% of the time.

This iteration is similar to the previous one. The mean PROFAC is slightly higher
(Table 21).




TABLE 22
FORTRAN

FORTRAN

Records Used for Catbration: 2, 7, 9, 48, 63, 68, 80, 2456

Mean PROFAC of Catibration Records: 5.62
Standard Deviation: 1.86
Mean Absolute Error:
Of Effort using Mean PROFAC 72.94
Of Effort using Defanlt PROFAC 57.08
Mean Relative Error:
Of Effort using Mean PROFAC 26.50%
Of Effort using Defanlt PROFAC 19.74%

Record # | CalPROFAC | Actual Effort  Mean PROFAC | Effort. | Dev.fromActual % Dev. | Def PROFAC  Effort  Dev. fomActual % Dev. 3

6.00 273.00 40.00. 17.17%

5.62 5810 2A4.M%

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 70% of the time.

The mean PROFAC of calibration records, 5.62, is much lower than the average
default PROFAC of 6.30 for these FORTRAN records (Table 22). The default PROFACs
estimate effort with greater accuracy than the mean PROFAC; 70 versus 50% within 25%.
It should be noted, however, that the mean relative error of mean PROFAC estimated
effort is only 1.50% above the accuracy threshold of 25%. Two of the records fall just

outside the borderline and lead to only 50% of the records being estimated within 25%.
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TABLE 23
JOVIAL

JOVIAL

Records Used for Catbration: 14, 27,74, 77,78, 80, 81,302

Mean PROFAC of Calibration Records: 4.33
Standard Deviation: 1.96
Mean Absolute Exror:
Of Effort using Mean PROFAC 11391
Of Effort usimg Default PROFAC 115.00
Mean Relative Error:
Of Effort using Mean PROFAC 26.15%
Of Effort using Default PROFAC 25.05%

Record # Cal PROFAC | Actual Effort Mean PROFAC |

6545%.

37.92%
. 1266%
.352%
. 1872%

Calibrated PROFAC: accurate to within 25%, 62% of the time.
Default PROFAC: accurate to within 25%, 69% of the time.

The mean PROFAC of calibration records, 4.33, is slightly higher than the average

default PROFAC of 4.12 for these JOVIAL records (Table 23). As expected, the mean

and default PROFACs estimate effort with similar accuracy; 62 versus 69% within 25%;

respectively. Those are surprising accuracy levels considering that the standard deviation

of 1.96 is 45% of the mean. Record 75 causes the largest distortion to mean absolute

error values.
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TABLE 24

PASCAL (1)

PASCAL (lteration 1)
Records Used for Catibration: 54, 70, 72, 73, 303
Mean PROFAC of Calibration Records: 8.18
Standard Deviation: 1.71
Mean Absolute Error:

Of Effort using Mean PROFAC 24.43

Of Effort using Defanit PROFAC 43.27
Mean Relative Emor:

Of Effort using Mean PROFAC 20.89%

Of Effort using Defaul PROFAC 35.14%

| Dev. fromActual |

Calibrated PROFAC: accurate to within 25%, 67% of the time.
Default PROFAC: accurate to within 25%, 17% of the time.

The mean PROFAC of calibration records, 8.18, is much higher than the average
default PROFAC of 6.42 for these PASCAL records (Table 24). The mean PROFAC
estimates effort with much greater accuracy than the default values; 67 versus 17% within
25%; respectively. This is due to the fact that the standard deviation of 1.71 is only 21%

of the mean calibrated PROFAC and the mean PROFAC is much larger than the average

default value.
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TABLE 25

PASCAL (2)

PASCAL (iteration 2)
Records Used for Calibration: 30, 70, 72, 73,303
Mean PROFAC of Calibration Records: 4 7.04
Standard Deviation: 2.19
Mean Absolute Error:

Of Effort using Mean PROFAC 34,50

Of Effort using Default PROFAC 43.27
Mean Relative Error:

Of Effort using Mean PROFAC 29.11%

Of Effort using Default PROFAC 35.14%

v. fromAcmal | % Dev.

% Dev. Def PROFAC

Effort | De

i Mean PROFAC | Effort Dev. fomActual |

Record # Cal PROFAC : Actual Eff

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 17% of the time.

Mean relative error increases dramatically as record 30 is included in the

computations. Record 30 decreases the mean PROFAC from 8.18 to 7.04 (Table 25).
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TABLE 26
PASCAL (3)
PASCAL (lteration 3)
Records Used for Calibration: 30, 54, 72, 73,303
Mean PROFAC of Calibration Records: 7.94
Standard Deviation: 222
Mean Absolute Error:
Of Effort using Mean PROFAC 26.50
Of Effort using Default PROFAC 4327
Mean Relative Error:
Of Effort using Mean PROFAC 22.57%
Of Effort using Default PROFAC 35.14%

v. fromActual

31.92%

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 17% of the time.

This iteration is similar to iteration one. It includes only one of the possible

outliers (record 30) in the computations (Table 26).
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TABLE 27

PASCAL ¢4)
PASCAL (Iteration 4)
Records Used for Calibration: 30, 54, 70, 73,303
Mean PROFAC of Calibration Records: 7.26
Standard Deviation: 2.44
Mean Absolute Error:
Of Effort using Mean PROFAC 32.37
Of Effort using Default PROFAC 4327
Mean Relative Error:
Of Effort using Mean PROFAC 2731%
Of Effort using Default PROFAC 35.14%
Record # | Cal PROFAC | Actual Effort | i Dev., | % Dev, | Def PROFAC ' Effort | Dev .fromActual | % Dev._
""" 505 T Re0 T k00 a9 T a0 aeg isesm a0 a0, T 080l 3100

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 17% of the time.

These final three iterations are all similar to iteration two in that both possible
outliers (records 30 and 70) are included in the computations. Here, mean PROFAC

decreases to 7.26; increasing mean relative error to 27.31% (Table 27).
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TABLE 28

PASCAL (5)

PASCAL (lteration 5)
Records Used for Catbration: 30, 54, 70, 72, 303
Mean PROFAC of Calibration Records: 7.36
Standard Deviation: 2.50
Mean Absohite Error:

Of Effort using Mean PROFAC 31.45

Of Effort using Default PROFAC 43.27
Mean Relative Error:

Of Effort using Mean PROFAC 26.55%

Of Effort using Default PROFAC 35.14%

............................................................................... { % Dev. DefPROFAC; Effort : Dey

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 17% of the time.

Mean PROFAC increases slightly with the substitution of record 72 for 73 (Table
28).
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TABLE 29

PASCAL (6)

PASCAL (lteration 6)
Records Used for Catibration: 30, 54, 70, 72,73
Mean PROFAC of Catibration Records: 722
Standard Deviation: 241
Mean Absolute Error:

Of Effort using Mean PROFAC 3277

Of Effort using Default PROFAC 4327
Mean Relative Exror:

Of Effort using Mean PROFAC 27.65%

Of Effort using Default PROFAC 35.14%

Calibrated PROFAC: accurate to within 25%, 50% of the time.
Default PROFAC: accurate to within 25%, 17% of the time.

Mean PROFAC drops again as record 73 is substituted for 303. Accuracy of

estimated effort remains at 50% within 25% (Table 29).

Summary

Twenty-seven PRICE S calibration iterations concentrating on operating
environment and language were performed using data records from the SMC Database.
The results were surprising in that, in most instances, the mean calibrated PROFAC values
estimated actual effort well, but not overwhelmingly better than the default PROFAC

values. The main contributing factor to this phenomena was variability within the

stratified data sets.
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V. Conclusions and Recommendations for Follow-on Research

Conclusions

The calibration effort was encouraging in that the results from seven of the eleven
stratified data sets suggested either a new refinement in PROFAC values based upon the
mean calibrated PROFAC or the recommendation to use PROFAC values from analogous
calibrated records for estimating future efforts. In most cases, however, the calibrated
PROFAC estimated effort only slightly better than the default values. A summary of the
conclusions can be found in Table 30, and is followed by a detailed description of the

conclusions for each environmental platform or language.

TABLE 30
PROFAC RECOMMENDATION SUMMARY

Mean Mean PROFAC

Data Set CalPROFAC MRE Def PROFAC MRE Recommendation
Military Ground 6.12 2941% 6.00 30.33% Analogous Records
Military Mobile 5.72 32.08% 5.50 33.34% Analogous Records
Missile 5.41 14.54% 5.00 15.18% Default
Unmanned Space 4.32 33.64% 4.50 33.55% Analogous Records
Ada 5.51 28.16% 5.95 23.57%| Default or Analogous Records
Assembly 6.10 29.67% 4.90 32.29%)| Calibrated or Analogous Records
C 8.50 1.92% 5.75 43.85% Calibrated
COBOL 5.55 30.59% 6.50 32.19% Analogous Records
FORTRAN 5.62 26.50% 6.30 19.74%| Default or Analogous Records
JOVIAL 4.33 26.15% 4.12 25.05%| Default or Analogous Records
PASCAL 8.18 20.89% 6.42 35.14%| Calibrated or Analogous Records
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Military Ground

The mean calibrated PROFAC and the default PROFAC were close with only a
difference of 0.12. Neither PROFAC, however, measured effort consistently in the study
as evidenced by the percentage within 25% of 48% for calibrated and 52% for default.
This poor accuracy level was caused by the 2.27 to 9.74 range of calibrated PROFAC
values. With such variation, the recommendation is to find analogous records within the
database when considering a value for PROFAC in a new development effort. A single

PROFAC applied across all military ground programs is ill-advised.
Military Mobile

Once again, the mean calibrated PROFAC and default PROFAC values were very
close and both only measured effort within 25%, 38% of the time. The variability in the
data set leads to the recommendation to use analogous records for PROFAC for new

programs.
Missile

In this data set, both the calibrated and default PROFACs measured effort within
25%, 75% of the time during the most accurate iteration. Both had very low mean
relative error values; 14.54 and 15.18% for calibrated and default estimates, respectively.
However, the default PROFAC value of 5.00 yielded lower mean relative errors for three
of the four iterations. The recommendation is to continue to use of the default value of

5.00.
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Unmanned Space

This environmental platform yielded comparable results to the Military Ground and
Military Mobile platforms. Huge variability within the data set led to poor estimating
accuracy for both calibrated and default PROFAC values. This may be attributable in part
to the suspicion that some of the Unmanned Space records in the database should actually
be classified as Military Ground. The use of analogous records for future efforts is

recommended.

Ada

Default values for Ada ranged from 5.00 to 6.5C with a mean of 5.95. Both the
default values and the single mean calibrated PROFAC estimated effort with similar
accuracy; 60% within 25%. The default estimations, however, had a lower value for mean
relative error; 23.57 versus 28.16%. The recommendation is to use analogous records to
achieve the greatest accuracy possible for new estimates; however, the default values

should be used in the absence of well-defined new project parameters.

Assembly

The mean calibrated PROFAC, 6.10, was significantly greater than the mean
default value of 4.90. Default PROFAC values ranged from 4.50 to 5.50 in this data set.
The mean calibrated PROFAC estimated effort much more accurately than the default
values; 60 versus 30% within 25%. The large mean relative error of 29.67% and the
standard deviation of 2.51 for mean calibrated PROFAC, however, precludes a
recommendation of solely relying on the calibrated value for PROFAC. Analogous

records should be considered first when estimating new development efforts.
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All four C iterations yielded an accuracy level of 100% within 25% using mean
calibrated PROFAC values. Default values ranged from 5.00 to 6.50 and estimated within
25%, 0% of the time. The most accurate iteration had a mean PROFAC value of 8.50 and
a standard deviation of only 0.14. The recommendation is to use the calibrated value of

8.50 for future estimates.
COBOL

The mean calibrated PROFAC, 5.55, was drastically different from the default
value of 6.50. The mean calibrated PROFAC estimated effort within 25%, 50% of the
time versus 33% for default estimates during the most accurate iteration. Both calibrated
and default estimates, however, had mean relative errors above 30%. The

recommendation for future estimates is to research analogous records.
FORTRAN

Once again, the mean calibrated and default PROFACs were drastically different;
5.62 versus 6.30. Default values ranged from 5.00 to 6.50. The default values estimated
effort within 25%, 70% of the time versus 50% for calibrated estimates. Although the
default estimates had a low mean relative error of 19.74%, there was noticeable variation
in the estimates as two of the records were estimated with errors over 50%. The
recommendation is to use analogous records to achieve the greatest accuracy possible for
new estimates; however, the default values should be used in the absence of well-defined

new project parameters.
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JOVIAL

The mean calibrated PROFAC, 4.33, was very close to the mean default value of
4.12. Default values ranged from 4.00 to 4.50. The calibrated and default PROFACs
estimated effort similarly at 62 and 69% within 25%, respectively. The mean calibrated
PROFAC had a standard deviation of 1.96, which led to variability in the estimates. Both
calibrated and default estimates had mean relative errors in excess of 25%. The variability
in the estimates points to analogous records as the first choice in making decisions for
PROFAC in new efforts. In the absence of well-defined parameters, use the default

values.
PASCAL

The mean calibrated PROFAC, 8.18, was much greater than the mean default
PROFAC of 6.42. Default values ranged from 6.00 to 6.50. The mean calibrated
PROFAC estimated effort within 25%, 67% of the time versus 17% for default estimates
during the most accurate iteration. The six iterations yielded a mean relative error range
of 20.89 to 29.11% for calibrated estimates. The recommendation is to use analogous
records to achieve the greatest accuracy possible for new estimates; however, the
calibrated value of 8.18 should be used in the absence of well-defined new project

parameters.
Recommendations for Follow-on Research

The SMC Database is one of the finest automated information sources available in
DoD, but it can be improved to enhance future calibration studies. Although each record
of the current 2616 contains useful information to some ultimate user, only 70 of those

records were found suitable for inclusion in this study. Some of the records were missing
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important values crucial to PRICE S calibration such as amount of effort, application mix,
and schedule. It would be helpful to update the database records by reviewing the
historical archives thoroughly for any missing information to make the database more
complete. In instances where crucial parameters are unknown, new research efforts can
assist by estimating the parameters, at a minimum, to make more records appropriate for
calibration studies.

Perhaps the most significant effort to improve future calibration studies of the
SMC Database would involve grouping similar CSCI records together by project and
calibrating PROFAC values at the system level. The system PROFAC calibrations can
then be used to refine levels of effort reported by the SMC Database at the CSCI level.
The visibility into the data gained from this study could lead to less variability in future

environmental platform and language calibrations.
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Appendix A. Calibration Input Values

Military Ground

Record | PLTFM | Effort | CPLXM|INTEGI| LANG| SIZE |CPLX1| SSR|FCA | APPL| PROFAC
2 12 24500 1.2 0.5 |FOR | 36200 1.2 187 3.14 3.25
7 1.2 1270 1.0 05 |FOR | 30160; 1.0 (1285 6.37 6.74
ASM | 16240

9 1.2 5450 1.0 0.7 |FOR [117944| 1.1 786 792 6.73
ASM | 10256

23 1.2 420 1.0 0.5 |ATL 5200 1.1 | 486 8.01 6.28

24 1.2 238.0, 1.0 0.5 |ATL 18000 1.0 | 486 8.01 4.98

26 1.2 220, 10 05 [ATL 4170 1.0 | 685 8.01 5.79

28 12 887.0{ 1.0 1.0 {PL1 [107271| 1.2 {1183 1.98 3.40
FOR 5646

30 1.2 160.0f 1.2 06 |PAS 31980] 1.1 583 748 4.10
ASM 9020

48 1.2 3440/ 1.0 04 |FOR |167468| 09 | 478 2.16 3.50

50 1.2 656.0{ 1.0 0.5 |FOR |[144000] 1.0 | 683] 285/ 17.05 6.35

53 1.2 51.0{ 1.0 0.5 |[ASM | 22574 1.0 |[1083 746 7.51

54 1.2 134.0f 1.0 1.0 |PAS 42501 1.2 [1083] 784| 6.19 9.74
ASM 3199

55 1.2 |6713.0, 1.0 1.0 |ASM |337432] 1.2 |1083] 784 6.94 227

56 1.2 230; 1.0 0.7 |ASM | 22482] 1.0 |1083] 784| 643 7.34

58 1.2 639.0f 1.0 0.7 |ATL | 34672 1.1 [1083| 384] 6.67 4.12

59 1.2 147.0; 1.0 04 |ATL 18578| 1.0 [1083| 384| 6.23 6.07

61 12 113.0 1.0 09 |ASM | 89417/ 1.1 |1083] 484 542 9.31
FOR 6730

63 1.2 230, 1.0 09 |FOR 11753] 1.1 [1083| 484| 3.99 7.19

68 1.2 1700, 1.0 09 |FOR | 35140 1.1 |1184] 685 6.25 6.94
ASM | 18922

72 1.2 420 10 0.7 |PAS 17914| 1.1 885 5.89 8.54
ASM 7678

73 12 560; 1.0 0.7 |PAS 25645 1.2 |1185 5.89 8.09
ASM 6016

301 1.2 4300 14 04 |FOR | 90806] 0.9 | 986]1288| 4.11 4.88
ASM 4779

2497 1.2 80.0;] 14 04 |ADA | 10000 09 {1090 193] 6.75 7.96

2501 1.2 4180, 1.0 03 |ADA [161700] 09 | 891[1192| 6.20 6.78
ASM 3300

2510 1.2 1812 1.0 04 |[C 45227 09 | 891} 193] 528 8.42

2519 1.2 ]1833.00 1.0 0.5 |COB 1419619] 09 186] 687| 231 8.22

2520 1.2 [3960.0] 1.0 04 [COB [419619/ 0.8 | 688|1090; 231 244

2521 1.2 7350 1.0 04 |COB | 97087 0.8 | 488/1090, 231 327

2522 1.2 125740] 1.0 04 |COB |461426| 0.8 | 588| 891 231 452

2523 1.2 11150 12 04 |COB |[196365] 0.8 [1287] 389| 2.31 6.14
C 34652

2524 1.2 |1525.0, 1.0 04 |COB |363371] 0.8 | 588] 990 231 5.52




Military Mobile

Record | PLTEM | Effort | CPLXM | INTEGI| LANG| SIZE | CPLX1| SSR| FCA | APPL | PROFAC
303 14 | 2500| 1.0 0.7 |ASM |[15000| 1.0 [1284|1189] 8.13 8.59
PAS | 15000
347 14 410/ 1.0 0.7 |ADA | 2195/ 1.0 {1089 5.64 3.25
MAC 116
348 14 | 4180, 1.0 1.0 |ADA [16247| 1.2 |1089 6.94 4.13
C 1805
349 14 59.0 1.0 0.5 |ADA | 3104] 1.0 [1089 8.74 4.55
MAC 163
2456 14 | 2330/ 1.0 0.7 |FOR |81542] 1.0 | 189 991 1.62 7.02
ADA | 7091
2502 14 | 7436| 1.0 1.0 |ADA |53911] 1.3 |1283| 294| 8.56 8.46
ASM | 2837
2507 14 | 7599| 1.0 1.0 |ADA (26931 1.3 |1288| 294 4.79 3.49
ASM | 1417
2508 | 1.4 |1666.1] 1.0 1.0 |ADA [59603| 14 |1288 294| 8.84 6.30
ASM | 3137
Missile
Record | PLTFM | Effort | CPLXM | INTEGI| LANG | SIZE | CPLX1| SSR | FCA | APPL | PROFAC
15 1.8 | 276.0| 1.0 0.7 |ASM |[11136| 12 | 587 8.46 3.08
16 1.8 96.0/ 1.0 0.7 |ASM |[13207| 1.1 | 587 8.46 5.86
27 1.8 {1460.0{ 1.0 0.7 |JOV 18933 1.2 |1283 5.67 5.37
36 1.8 | 5060/ 1.2 1.0 |ASM |13658] 1.3 | 281 5.61 4.99
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Unmanned Space
Record | PLTFM | Effort| CPLXM | INTEGI| LANG| SIZE |CPLX1| SSR | FCA | APPL | PROFAC
29 2.0 | 520/ 1.0 0.5 |ADA | 1900] 1.1 | 688 10.95 4.21
ASM 100
38 20 | 640/ 10 1.0 |ASM | 6000 14 | 586 2.85 2.66
74 2.0 | 800] 1.0 0.7 [Jov_ | 11700] 1.1 |1082| 385 3.69 3.03
75 20 9120/ 1.0 0.7 [JOV |116800| 1.1 | 581| 585 7.49 5.56
76 20 |1150] 1.0 0.5 |JOV | 14000, 1.0 | 381| 984| 436 3.29
77 2.0 |5230] 1.0 0.7 |JOV | 56200] 1.3 | 581] 285| 3.94 2.48
78 2.0 [4780[ 1.0 1.0 [JOV | 48300] 1.3 | 681] 385 6.16 4.46
79 2.0 14320/ 1.0 1.0 |JOV | 50300, 0.9 | 581| 185| 5.67 3.67
80 20 12960 1.0 0.7 |FOR | 31253] 1.1 | 981] 785| 2.12 3.02
Jov_ | 38197
81 20 11640/ 1.0 0.7 [JOV | 22900 1.1 | 381] 684| 6.40 4.70
82 2.0 | 1400 1.0 0.7 [JOV | 16300{ 1.1 | 381|1085| 3.65 2.86
83 20 | 5700 1.0 0.7 [JoV 6800] 1.1 | 381| 885 3.74 3.35
305 | 2.0 [1450] 1.2 0.3 |ADA | 6186 0.8 | 990 8.59 8.66
C 14434
306 | 2.0 | 900/ 1.0 0.7 |C 9500/ 1.1 | 887 7.63 8.41
ADA
Record | PLTFM | Effort | CPLXM | INTEGI| LANG| SIZE | CPLX1| SSR|FCA| APPL | PROFAC
29 20 | 520/ 1.0 0.5 |ADA | 1900] 1.1 | 688 10.95 4.25
ASM 100 3.80
347 | 14 | 410/ 10 0.7 |ADA | 2195 1.0 |1089 5.64 3.30
MAC 116 2.10
348 | 14 | 4180] 1.0 1.0 |ADA | 16247| 1.2 |1089 6.94 4.13
C 1805 4.13
349 | 14 590, 1.0 0.5 [ADA | 3104] 1.0 |1089 8.74 4.60
MAC 163 3.00
2497 | 12 80.0| 14 0.4 |ADA | 10000{ 0.9 [1090| 193] 6.75 7.96
2501 | 12 | 4180{ 1.0 0.3 |ADA [161700] 0.9 | 891|1192] 6.20 6.78
ASM | 3300 6.40
2502 | 14 | 7436, 1.0 1.0 [ADA | 53911 1.3 |1288] 294| 8.56 8.46
ASM | 2837 8.35
2507 | 14 | 7599] 1.0 1.0 |ADA | 26931| 1.3 |1288] 294| 4.79 3.50
ASM | 1417 3.30
2508 | 14 [1666.1] 1.0 1.0 |ADA | 59603| 1.4 |1288] 294/ 8.84 6.30
ASM | 3137 6.20
2512 | 1.8 | 2590 1.0 0.7 |ADA | 32495 1.1 | 691} 193] 7.22 6.25
ASM 663 6.10




ASSEMBLY

Record | PLTEM | Effort | CPLXM | INTEGI| LANG| SIZE |CPLX1| SSR|{FCA| APPL | PROFAC
15 1.8 276.0 1.0 0.7 |ASM 11136| 1.2 587 8.46 3.08
16 1.8 96.0 1.0 0.7 |ASM | 13207| 1.1 587 8.46 5.86
36 1.8 506.0 1.2 1.0 [ASM 13658 1.3 281 5.61 4.99
38 2.0 64.0; 1.0 1.0 [ASM 6000 14 586 2.85 2.66
53 1.2 51.0 1.0 0.5 |ASM | 22574 1.0 {1083 7.46 7.51
55 1.2 67130/ 1.0 1.0 |ASM [337432{ 1.2 [1083| 784| 6.94 2.27
56 1.2 23.0 1.0 0.7 |ASM | 22482 1.0 |1083] 784 6.43 7.34
61 1.2 113.0f 1.0 0.9 |ASM | 89417| 1.1 |[1083| 484 5.42 9.20

FOR 6730 9.60
302 1.8 4000 1.0 0.6 |ASM | 26000 1.1 488/ 1189 7.19 8.55
Jov 26000 8.45
303 14 2500/ 1.0 0.7 |ASM | 15000 1.0 |1284|1189; 8.13 7.70
PAS 15000 8.90

C

Record | PLTEM | Effort| CPLXM | INTEGI| LANG| SIZE | CPLX1|SSR | FCA | APPL | PROFAC
305 2.0 145.0 1.2 0.3 |[ADA 6186 0.8 990 8.59 8.66

C 14434 8.66
306 2.0 90.0 1.0 0.7 |C 9500 1.1 887 7.63 8.41
307 1.2 52.0 1.2 03 |C 25000 0.8 586; 787| 5.21 8.87
2510 1.2 181.2 1.0 04 |C 45227 0.9 891] 193] 5.28 8.42

COBOL

Record | PLTFM | Effort | CPLXM | INTEGI| LANG| SIZE |CPLX1| SSR|FCA|APPL | PROFAC
2519 1.2 11833.0f 1.0 0.5 |COB (419619 0.9 186/ 687| 2.31 8.22
2520 1.2 13960.0 1.0 04 |COB (419619 0.8 688 1090] 2.31 2.44
2521 1.2 735.0 1.0 04 |COB 97087| 0.8 488 1090; 2.31 3.27
2522 1.2 |2574.0 1.0 04 |COB 1461426/ 0.8 588] 891 2.31 4.52
2523 1.2 [1115.0 1.2 0.4 |COB 196365 0.8 |[1287| 389 2.31 6.20

C 34652 5.75

2524 1.2 [1525.0 1.0 04 |COB 1{363371] 0.8 588| 990 2.31 5.52




FORTRAN

Record | PLTFM | Effort| CPLXM | INTEGI| LANG| SIZE |CPLX1| SSR|FCA| APPL | PROFAC
2 1.2 12450] 12 0.5 |FOR | 36200] 1.2 | 187 3.14 3.25
7 12 11270] 1.0 0.5 |FOR | 30160] 1.0 ;1285 6.37 6.80

ASM | 16240 6.50

9 1.2 |5450] 1.0 0.7 |FOR [117944] 1.1 | 786 1.92 6.75

ASM | 10256 6.00

48 12 13440 1.0 04 |FOR 167468 0.9 | 478 2.16 3.50
50 1.2 16560 1.0 0.5 |{FOR [144000] 1.0 | 683] 285 7.05 6.35

63 1.2 23.0] 1.0 0.9 |FOR 11753 1.1 11083] 484| 3.99 7.19
68 1.2 | 1700{ 1.0 09 |FOR | 35140| 1.1 |1184] 685 6.25 7.00
ASM | 18922 6.55

80 20 1290 1.0 0.7 [FOR | 31253] 1.1 | 981 785 2.12 3.40

Jov 38197 2.70

301 1.2 4300} 14 04 |FOR | 90806] 0.9 | 986|1288| 4.11 4.90
ASM 4779 3.90

2456 1.4 12330] 1.0 0.7 |FOR | 81542| 1.0 [ 189] 991 1.62 7.05
ADA 7091 ’ 6.70

JOVIAL

Record | PLTFM | Effort | CPLXM | INTEGI| LANG| SIZE |CPLX1| SSR|FCA| APPL | PROFAC
14 1.8 4900 1.0 0.7 |JOV 22148| 1.2 | 784 4.01 3.44
27 1.8 |14600[ 1.0 0.7 |JOV 18933] 1.2 |1283 5.67 537
74 2.0 80.0, 1.0 0.7 _|Jov 11700 1.1 |1082] 385 3.69 3.03
75 2.0 9120, 1.0 0.7 {JOV {116800| 1.1 | 581| 585 7.49 5.56
76 2.0 115.0] 1.0 0.5 |Jov 14000] 1.0 | 381 984| 4.36 3.29
77 2.0 5230, 1.0 0.7 |Jov 56200{ 1.3 | 581| 285 3.94 2.48
78 2.0 4780 1.0 1.0 [Jov 48300, 1.3 | 681 385 6.16 4.46
79 20 |4320; 1.0 1.0 IOV 50300, 0.9 | 581 185 5.67 3.67
80 2.0 2960 1.0 0.7 [FOR | 31253] 1.1 | 981] 785| 2.12 3.40

jov 38197 2.70
81 2.0 164.0] 1.0 0.7 {JOV 22900/ 1.1 | 381| 684| 6.40 4.70
82 2.0 140.0) 1.0 0.7 [JOV 16300 1.1 | 381} 1085] 3.65 2.86
&3 2.0 570 1.0 0.7 |Jov 6800] 1.1 381] 885 3.74 3.35
302 1.8 400.0) 1.0 06 |ASM | 26000| 1.1 | 488;1189] 7.19 8.55
JOV 26000 8.45




PASCAL

Record | PLTFM | Effort | CPLXM | INTEGI| LANG | SIZE | CPLX1| SSR | FCA | APPL | PROFAC
30 1.2 | 1600 12 0.6 |PAS |31980] 1.1 | 583 7.48 4.10
ASM | 9020 4.05

54 1.2 1340 1.0 1.0 |PAS [42501] 1.2 |1083] 784| 6.19 9.80
ASM | 3199 8.20

70 1.2 40.0 1.0 0.7 [PAS 7008) 1.2 | 185[1085] 5.11 5.30
ASM 292 3.70

72 1.2 42.0{ 1.0 0.7 |PAS |17914| 1.1 | 885 5.89 8.70
ASM | 7678 7.20

73 1.2 56.0f 1.0 0.7 |PAS [25645| 1.2 |1185 5.89 8.20
ASM | 6016 6.80

303 1.4 |250.00 1.0 0.7 |ASM [15000{ 1.0 |1284]1189| 8&.13 7.70
PAS | 15000 8.90
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Appendix B. Wilcoxon Signed-Rank Tests

Military Ground

Record #| Actual Effort | Cal Effort| Diff Rank |Def Effort| Diff |Rank
2 245.0 125.10] -119.90 22.0 128.10! -116.90| 22.0
7 127.0 140.00 13.00 8.0 142.90 1590 7.0
9 545.0 600.30 55.30 16.0 613.20] 68.20| 17.0
23 42.0 43.00 1.00 1.0 43.90 1.90] 3.0
24 238.0 195.10| -42.90 14.0 198.70; -39.30| 13.0
26 22.0 20.70 -1.30 2.5 21.10 -0.90| 1.0
28 887.0 479.00| -408.00 27.0 488.70| -398.30| 27.0
30 160.0 103.60| -56.40 17.0 105.80; -54.20{ 15.0
48 344.0 178.40| -165.60 24.0 182.50] -161.50| 24.0
50 656.0 682.50 26.50 12.0 697.20; 41.20| 14.0
53 51.0 62.50 11.50 7.0 63.70 1270 6.0
54 134.0 23590, 101.90 21.0 241.40; 107.40] 21.0
55 6713.0f 2390.80| -4322.20 31.0] 2439.80{-4273.20; 31.0
56 23.0 27.90 4.90 5.0 28.50 550 4.0
58 639.0 419.70| -219.30 25.0 428.40| -210.60| 25.0
59 147.0 145.70 -1.30 2.5 148.70 1.70| 2.0
61 113.0 186.90 73.90 19.0 191.30| 78.30| 19.0
63 23.0 28.00 200 6.0 28.70 5.70{ 5.0
68 170.0 197.20 27.20 13.0 201.80| 31.80| 12.0
72 42.0 60.50 18.50 9.0 61.70 19.70{ 8.0
73 56.0 75.20 19.20 10.0 76.80| 20.80f 9.0
301 430.0 339.30; -90.70 20.0 346.10| -83.90] 20.0
2497 80.0 103.30 23.30 11.0 105.10| 25.10f 10.0
2501 418.0 467.70 49.70 15.0 47740 59.40| 16.0
2510 181.2 247.30 66.10 18.0 25190 70.70| 18.0
2519 1833.0f 254790 71490 29.0| 2602.30| 769.30| 29.0
2520 3960.0! 1575.70| -2384.30 30.0| 1611.30{-2348.70| 30.0
2521 735.0 388.90| -346.10 26.0 397.90| -337.10| 26.0
2522 2574.0| 1892.50| -681.50 28.0] 193540 -638.60| 28.0
2523 1115.0f 1118.60 3.60 4,0{ 1143.30| 28.30| 11.0
2524 1525.0] 1371.10| -153.90 23.0| 1402.10] -122.90| 23.0
Cal Effort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 204 211 31 163 148
Neg Dif 292 285
a=.10 no bias no bias
a=.05 no bias no bias
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Military Mobile

Record #| Actual Effort | Cal Effort| Diff Rank |DefEffort] Diff |Rank
303 250.0 370.30] 120.30 5.0 384.50f 134.50{ 5.0
347 41.0 23301 -17.70 2.0 2420 -16.80] 2.0
348 418.0 304.30; -113.70 4.0 316.20| -101.80| 4.0
349 59.0 4720 -11.80 1.0 49.10 -990| 1.0
2456 233.0 289.70 56.70 3.0 302.10 69.10; 3.0
2502 743.6{ 1089.60] 346.00 8.0/ 113190/ 388.30; 8.0
2507 759.9 472.10| -287.80 7.0 490.50| -269.40| 7.0
2508 1666.1| 1822.50| 156.40 6.0 1890.50; 22440, 6.0
CalEffort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 22 22 8 6 4
Neg Dif 14 14
a=.10 no bias no bias
a=.05 no bias no bias
Unmanned Space
Record #| Actual Effort | Cal Effort | Diff Rank |DefEffort| Diff |Rank
29 52.0 50.60 -1.40 1.0 48.70 -3.30| 1.0
38 64.0 39.50| -24.50 6.0 37.80] -26.20| 6.0
74 80.0 56.70| -23.30 5.0 54.60| -25.40! 5.0
75 9120/ 1212.30; 300.30 14.0| 1160.60; 248.60| 14.0
76 115.0 88.30| -26.70 7.0 85.10 -29.90| 7.0
77 523.0 301.70{ -221.30 13.0 290.20| -232.80| 13.0
78 478.0 49520 17.20 4.0 473.70 -430| 2.0
79 432.0 367.10| -64.90 9.0 353.00 -79.00| 10.0
80 296.0 206.90; -89.10 11.0 199.00| -97.00; 11.0
81 164.0 178.10 14.10 3.0 171.70 7.70 3.0
82 140.0 94.10| -45.90 8.0 90.60| -49.40| 8.0
83 57.0 44.50{ -12.50 2.0 4280, -14.20; 4.0
305 145.0 287.70| 142.70 12.0 277.10f 132,10| 12.0
306 90.0 172.80 82.80 10.0 16640, 76.40 9.0
Cal Effort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 43 38 14 26 21
Neg Dif 62 67
a=.10 no bias no bias
a=.05 no bias no bias
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ADA

Record #| Actual Effort | Cal Effort| Diff Rank |DefEffort| Diff |Rank
29 52.0 40.60f -11.40 2.0 44.60 -7.401 1.0
347 41.0 24.50| -16.50 3.0 22.50| -18.50; 4.0
348 418.0 323.60| -94.40 6.0 299.50f -118.50| 8.0
349 59.0 49.30 -9.70 1.0 4550] -13.50| 2.0
2497 80.0 113.50 33.50 4.0 97.00 17.00{ 3.0
2501 418.0 520.50| 102.50 7.0 43740 19.40f 5.0
2502 743.6| 1118.60| 375.00 10.0] 1032.20{ 288.60] 9.0
2507 759.9 493.50| -266.40 9.0 454,70 -305.20| 10.0
2508 1666.1| 1882.80] 216.70 8.0 1741.70{ 75.60{ 7.0
2512 259.0 299.201 40.20 5.0 299.80! 40.80] 6.0
Cal Effort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 34 30 10 11 8
Neg Dif 21 25
a=.10 no bias no bias
a=.05 no bias no bias
ASSEMBLY
Record #| Actual Effort | Cal Effort| Diff Rank |DefEffort| Diff |Rank
i5 276.0 145.10| -130.90 9.0 193.80| -82.20{ 9.0
16 96.0 92.60 -3.40 1.0 12420| 28.20f 5.0
36 506.0 41490| -91.10 8.0 555.60] 49.60f 6.0
38 64.0 27.90| -36.10 5.0 42.60| -21.40f 3.0
53 51.0 62.70 11.70 3.0 69.60 18.60f 2.0
55 6713.0| 2398.80|-4314.20 10.0{ 2685.80{-4027.20] 10.0
56 23.0 28.00 5.00 2.0 31.40 8.40| 1.0
61 113.0 167.10 54.10 7.0 182.30| 69.30| 8.0
302 400.0 437.60 37.60 6.0 469.10 69.10| 7.0
303 250.0 262.80 12.80 4.0 272301 2230 4.0
Cal Effort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 22 33 10 11 8
Neg Dif 33 22
a=.10 no bias no bias
a=.05 no bias no bias
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FORTRAN

Record #| Actual Effort | Cal Effort | Diff Rank |DefEffort| Diff |Rank
2 245.0 137.50| -107.50 8.0 117.60| -127.40, 9.0
B 7 127.0 150.10 23.10 2.0 131.70 4.70| 2.0
9 545.0 657.80f 112.80 9.0 565.80] 20.80| 5.0
48 344.0 197.80| -146.20 10.0 166.60| -177.40| 10.0
50 656.0 753.20 97.20 7.0 639.60| -16.40| 4.0
63 23.0 31.20 8.20 1.0 26.10 3.100 1.0
68 170.0 212,90 42.90 3.0 183.70 13.70; 3.0
80 296.0 219.00| -77.00 6.0 236.80| -59.20f 7.0
301 430.0 373.60| -56.40 4.0 321.90f -108.10| 8.0
2456 233.0 291.10 58.10 5.0 273.00| 40.00| 6.0
CalEffort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 27 17 10 11 8
Neg Dif 28 38
a=.10 no bias no bias
a=.05 no bias no bias
JOVIAL
Record #| Actual Effort | Cal Effort| Diff Rank |DefEffort| Diff |Rank
14 490.0 393.30| -96.70 9.0 379.60] -110.40| 9.0
27 1460.0; 1792.70| 332.70 13.0| 1731.90; 27190| 12.0
74 80.0 56.50] -23.50 4.0 61.30| -18.70| 2.0
75 912.0| 1209.30{ 297.30 12.0f 1315.50| 403.50{ 13.0
76 115.0 88.10] -26.90 5.0 94.70| -20.30{ 3.0
77 523.0 301.00| -222.00 10.0 324.70{ -198.30| 10.0
78 478.0 494.00 16.00 3.0 538.50| 60.50, 8.0
79 432.0 366.30; -65.70 7.0 39520 -36.80; 5.0
80 296.0 230.20| -65.80 8.0 240.60| -55.40| 7.0
81 164.0 177.70 13.70 2.0 190.90; 26.90| 4.0
82 140.0 93.90{ -46.10 6.0 101.00f -39.00| 6.0
83 57.0 4440 -12.60 1.0 47.80 -920, 1.0
302 400.0 661.80| 261.80 11.0 644.10, 244.10] 11.0
Cal Effort  Def Effort n T(a=.10) T(a=.05)
Pos Dif 41 48 13 21 17
Neg Dif 50 43
a=.10 no bias no bias
a=.05 no bias no bias
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